
Online Appendix

This Online Appendix contains related materials for the submission of the article
�Search costs and adaptive consumers: short time delays do not a�ect choice
quality�.
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A Utility calculation based on conjoint analysis

A.1 Linear utility model

For calculating utilities from a linear model, a very basic linear model is used.
Let

u(x) =

m∑
k=1

wkxk (1)

be the utility derived from product x that is characterized by m attributes,
where xk denotes the value of attribute k and wk (s.t.

∑
k wk = 1) the weight

the decision maker puts on attribute k. Whereas xk can directly used from
the product data used in the Mouselab study, wk must be estimated from the
choice-based conjoint experiment. First, I will explain the procedures used for
estimating attribute weights. Second, I will illustrate how the utility values were
calculated for the products in the Mouselab choice set.

A.1.1 Estimating attribute weights

Let pxx′ be the probability that alternative x is chosen over alternative x′ and

pxx′ = Pr[ux ≥ ux′ ] (2)

with

ux = vx + εx (3)

ux′ = vx′ + εx′ (4)

where vx and vx′ denote the deterministic valuation of alternative x and x′,
respectively; εx and εx′ represent stochastic error terms. Since the error terms
are assumed to be independently Gumbel distributed random variables (see
McFadden, 1974) one can the rewrite (2)

Pr[ux ≥ ux] = Pr[εx′ − εx ≤ vx − vx′ ] =
1

1 + e−(vx−vx′ )
(5)

This implies

vx − vx′ = ln

(
pxx′

1− pxx′

)
. (6)

which describes the standard logit model. Therefore I estimated the follow-
ing econometric speci�cation for all pairwise comparisons per product category
obtaining β, the vector of attribute-speci�c parameters.

ln

(
pxx′

1− pxx′

)
=

m∑
k=1

βk(xk − x′k) (7)

As the scales of attribute values were di�erent across attributes, the absolute
values of the obtained regression coe�cients β could not be interpreted as at-
tribute weights directly, but needed to be adjusted in size. Let xk and xk denote
the overall lowest and the overall highest value of attribute k in the set of all
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attribute values of all alternatives used for the pairwise comparisons, respec-
tively. Then the vectors x and x describe the lowest value and the highest value
that could be induced by the attribute values used in the pairwise comparisons.1

Multiplying the lowest and the highest attribute values with the estimated β
provides us with the maximum range of valuation changes that can be induced
by the particular attribute values used in the conjoint choice task ∆v.

v =

m∑
k=1

βkxk (8)

v =

m∑
k=1

βkxk (9)

∆v = |v − v| (10)

Dividing the maximum variation in the valuation of a product induced by the
maximum change of the value of attribute k, i.e. ∆v = ∆vk|k∈{1,...,m}, by the
sum of the maximum variation induced by all attributes k ∈ {1, . . . ,m} results
in the measure of attribute weights that satis�es

∑
k wk = 1.

wk =
∆vk∑m
k=1 ∆vk

(11)

A.1.2 Calculating utility

Let

x̃ =
x−min(x)

max(x)−min(x)
(12)

be a vector attribute values that is rescaled to values on the interval [0, 1]. One
can then rewrite (1)

u(x) =

m∑
k=1

wkx̃k (13)

to obtain utility values for every alternative in the choice set.

A.2 Lexicographic utility model

In the following, the procedures for estimating the lexicographic utility model
are explained in detail. First, I will outline how to infer attribute ranks, i.e.
establish the lexicographic order of attributes. Second, I will describe how these
attribute ranks were used to compute a lexicographic utility measure for the
choice sets used in the Mouselab part of the study.

1Consider a case of three notebook computers, characterized by four attributes (CPU,
RAM, display size and price) each. NB1 ={2 GHz, 4 GB, 15.6 inch, e1199}, NB2 ={2.1
GHz, 4 GB, 16.0 inch, e1099} and NB3 ={2.4 GHz, 2 GB, 15.4 inch, e999}. Then the best
possible combination of attribute values (equivalent to x ) would be NB = {2.4 GHz, 4 GB,
16.0 inch, e999} and the worst possible combination (equivalent to x) would be NB ={2
GHz, 2 GB, 15.4 inch, e1199}. The actual choice set did not contain clearly dominating or
dominated products, i.e. the products described by x and x were not actually used for the
pairwise comparison.
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A.2.1 Inferring attribute ranks

I used the algorithm developed by Kohli and Jedidi (2007) to infer lexicographic
rules for each individual participant. The subsequent section closely resembles
Kohli and Jedidi's (2007) description of the algorithm which I programmed in
R.

Initialization step. Let

S0 = {1, . . . ,m} (14)

denote the set of all attributes.2 Further, let nk denote the number of
di�erent levels attribute k has in its attribute values.3 Arrange the levels of each
attribute k ∈ S0 in increasing preference order, and assign to them the sequence
of integers 0, . . . , nk − 1. Each level of attribute k ∈ S0 is thus identi�ed by
a unique value xk ∈ {0, . . . , nk − 1}.4 Let x = (x1, . . . , xm) denote a product
pro�le in which attribute k ∈ S0 has the level associated with xk. For each
alternative x, compute

u1k(x) =
xk
nk
,∀k ∈ S0. (15)

Let Ω denote the set of all pairwise comparisons (x,x′) in which x is preferred
to x′. For each each (x,x′), for all ∀k ∈ S0 compute

d1k(x,x′) =

{
1 if u1k(x) < u1k(x′)

0 otherwise.
(16)

Remember, it was de�ned above that a product x is preferred over x′. Decision
makers are therefore assumed to choose x from the choice set (x,x′). As d1k

(and later dtk, in the recursive steps) indicates that a product's attribute value
k of product x′ was preferred over the value of the same attribute in x (d1k is
computed for all pairwise comparisons), non-zero values for d1k can be seen as
penalizing attributes. In other words, alternative x was chosen despite the fact
that the decision maker preferred the value of attribute k ∈ S0 from alternative
x′ over the corresponding attribute value of alternative x. Let

Z1k =
∑

(x,x′)∈Ω

d1k(x,x′),∀k ∈ S0 (17)

count how many times alternative x was chosen despite the fact that the decision
maker preferred the value of attribute k ∈ S0 from alternative x′ over the
corresponding attribute value of alternative x. In that sense, Z1k is a measure
of how badly the attribute k ∈ S0 performs in predicting choices (x over x′).

2For notebook computers, these are: Processor (CPU), graphics card, weight, screen size,
retail price, number of connectors, capacity of the hard disk drive and working memory
(RAM). For TV-sets: screen resolution, retail price, contrast, brightness, screen size, number
of connectors, power consumption, refresh rate

3For example, consider Notebooks are o�ered at the following prices: ¿999, ¿1089 and
¿1199. Then the number of di�erent price levels is three and thus if the kth attribute is price,
nk = 3.

4In the notebooks example xprice = {0, 1, 2} for the prices {1199, 1089, 999}. Note the
order, i.e. the least preferred price was assigned an xprice of 0.
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As the rationale of a lexicographic strategy lies in identifying the attribute
that � disregarding all other attributes � best predicts choices, minimizing
Z1k determines the most important attribute (which may vary across decision
makers). Let k1 denote an attribute for which Z1k has the smallest values across
all k ∈ {1, . . . ,m}. That is,

Z1k1 = min{Z1k|k ∈ S0}. (18)

Select attribute k1 as the �rst lexicographic (i.e. most predictive) attribute,
arbitrarily breaking ties if necessary. Set the utility induced by the �rst attribute

u1(x) =
xk1

nk1

, (19)

and

S1 = S0 \ {k1}. (20)

Thus, S1 is the set of attributes remaining after k1 is eliminated from S0.

Recursion step. The procedure described above is then recursively applied
to �nd the second, third (and so on) most predictive attribute out of the set of
remaining attributes. For each alternative x, compute

utk(x) = ut−1(x) +
xk

nk1
nk2
· · ·nkt−1

nkt

∀k ∈ St−1 (21)

where

St−1 = {1, . . . ,m} \ {k1, . . . , kt−1}. (22)

is the set of attributes still not selected after step t− 1, and the utility induced
by attributes 1, 2, . . . , t− 1

ut−1(x) =
xk1

nk1

+ · · ·+
xkt−1

nk1
· · ·nkt−1

. (23)

For each each (x,x′), for all ∀k ∈ St−1, let

dtk(x,x′) =

{
1 if utk(x) < utk(x′)

0 otherwise.
(24)

Compute

Ztk =
∑

(x,x′)∈Ω

dtk(x,x′),∀k ∈ St−1. (25)

Let kt denote an attribute for which Ztk has the smallest value across all k ∈
St−1. That is,

Ztk1
= min{Ztk|k ∈ St−1}. (26)

Select attribute kt as the tth lexicographic attribute, arbitrarily breaking ties if
necessary. Set the utility induces by attributes 1, 2, . . . , t

ut(x) =
xk1

nk1

+ · · ·+ xkt

nk1 · · ·nkt

, (27)

and

St = St−1 \ {kt}. (28)
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Termination step. Stop when there are no more alternatives left (in which
case the attributes not considered are irrelevant to the problem), or if t = m (in
which case all alternatives have been considered).

A.2.2 Calculating utility

The above algorithm was used for identifying individual relative (ordinal) ranks
of attributes from pairwise comparisons. Assuming that decision makers have
a stable rank-preferences over attributes in su�ciently narrow choice problems,
and I deliberately used the very same attributes in the Mouselab and in the
conjoint decision problems to describe similar products, the attribute ranks ob-
tained from the conjoint choice exercise could be used to make choice predictions
for the product set available in the Mouselab environments. By applying a sim-
ple lexicographic utility function on the multi-attribute choice matrices used in
part one of this experiment (Mouselab part), I could calculate utility values for
all products in the choice sets.

Similar to the procedure used to infer attribute ranks, let nk denote the
number of di�erent levels attribute k has in its attribute values. Arrange the
levels of each attribute k ∈ S0 in increasing preference order, and assign to them
the sequence of integers 0, . . . , nk − 1. Each level of attribute k ∈ S0 is thus
identi�ed by a unique value xk ∈ {0, . . . , nk − 1}.5 Let x = (x1, . . . , xm) denote
a product pro�le in which attribute k ∈ S0 has the level associated with xk.

Using equation (27) I can calculate the utility derived from the 1st to the
tth attribute. Thus taking into account the utility derived from all m attributes
I can use

u(x) =
xk1

nk1

+ · · ·+ xkm

nk1 · · ·nkm

, (29)

to calculate one utility value each, for all alternatives in the choice set.

5As the products used in the Mouselab tasks were real world products, their variety in
attribute levels was on average larger than the arti�cially created products in the conjoint
task. In order to apply the procedure explained above, I used percentile splits to transform
every actual attribute level into a corresponding value xk. For example, assume that the
products of a Mouselab task had nine di�erent prices and the products of the same category
in the conjoint tasks (by design) had 3 di�erent prices. In that case all price below the 33rd

percentile would be coded as 2, prices greater than or equal to the 33rd and smaller than the
66th percentile would be coded as 1 and prices greater than or equal to the 66th percentile
would be coded as 0. For variables with 2 or 4 levels in the conjoint task, the median or
the �rst, second and third quartile were used to cluster attribute levels of the Mouselab task,
respectively. This ensured ∀k : nkMouselab

= nkconjoint .

6



B Instructions and screenshots

All instructions were displayed on the computer screen. I therefore present
the instructions in the form of screenshots to also provide a feeling how the
screens looked like. As the screenshots are in the original experimental language
(German) an English translation in plain text is provided after each screenshot.

B.1 Part 1: Mouselab part

Figures 1 � 5 represent screenshots of the �rst part of the experiment. The
instructions to the Mouselab environment were followed by a training matrix (5
× 6) using digital cameras. After that participants were asked to select their
favorite products in four 8 × 12 matrices. Subsequently, a questionnaire that
contained open as well as closed questions had to be �lled before the partici-
pants were paid for completing part one.

Figure 1: Screenshot of the training session instructions
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Translation

Welcome to the practicing part
Please read the following information carefully! Shortly, you will be o�ered 6
digital cameras which are described by 5 attributes each. These attributes are:

• Price [Euro]

• Resolution (of the sensor) [Megapixel]

• Optical zoom [factor, x-times]

• Display size [Inches]

• Weight [Gram]

Your task is to select one of the cameras that are on average worth 200
Euros. Choose the one you would like to buy the most.
All relevant information regarding the cameras is presented on the next page
using a matrix display whereby each camera is described by one column and
each attribute is displayed as one line. Initially, all �elds are covered such that
you only get informed which information can be revealed by opening which cell.
(e.g. Price 3 or Resolution 5 ). All cells of the matrix can be opened by moving
the mouse cursor over it. In case of opening a cell the actual content of that
cell is displayed (e.g. 199 Euros or 12 MP). Hence, it is possible to look-up all
information by simply moving over the mouse cursor. Leaving a cell with the
mouse cursor again covers the cell. However, you can re-open all cells as many
times as you want.
Once you have collected enough information you can choose one of the 6 cameras
by clicking on the relevant button at the bottom of the screen. Should you
want to change your choice, please click on the cameras that you really want
to choose. Only the last selection counts. After that please click the button
Continue which you can �nd on the left bottom of the screen! The purpose of
the product matrix displayed on the next page is to make you familiar with the
handling of the experiment. Please click Continue with the practicing matrix to
start the training!
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Figure 2: Screenshot of the training session: a 5 × 6 matrix on digital cameras;
currently, all cells are covered

Translation

Please choose one digital camera!

• Optical zoom

• Price

• Weight

• Resolution of the sensor

• Size of the display
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Figure 3: Screenshot of the instructions before the 8 × 12 matrix on relatively
cheap TV-sets

Translation

Choice of a TV-set (below 700 Euros)
Please read the following information carefully!
Shortly you will be o�ered 12 LCD TV-sets which are described by 8 attribute
each. These attributes are:

• Price [Euro]

• Contrast [Ratio ? : 1]

• Brightness [Candela/m2]

• Frame rate [Hertz]

• Screen diagonal [cm]

• Screen resolution [Pixels]

• Energy consumption [Watt]

• and the available connectors such as USB, HDMI etc. (connectors)
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Your task is to select one of the TV-sets that are on average worth 580 Euros.
Choose the one you would like to buy the most.
The search for information works exactly the same way as for the digital cameras
in the practicing example.
CAUTION: In contrast to the practicing phase you can win a voucher worth half
of the value of the actually chosen product. One voucher will be drawn amongst
all participants of this experiment. It is important to note that the winner will
get a voucher worth 50% of the purchasing price of exactly the product he or
she chose during the experiment. The voucher can only be used for buying a
product that has exactly the same attribute values as the model chosen during
the experiment.
Hence, you should deliberate carefully and choose honestly, because you can
win a voucher that is valid only for exactly the chosen product.
Please click Continue to the product matrix to start the experiment!
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Figure 4: Screenshot of the 8 × 12 matrix on relatively cheap TV-sets; the
mouse cursor currently reveals the frame rate of TV-set 4

Translation

Please choose a TV-set!

• Resolution

• Power consumption

• Price

• Screen diagonal

• Brightness

• Frame rate

• Connectors

• Contrast

12



Figure 5: Screenshot of the 8 × 12 matrix on relatively cheap notebooks; the
mouse cursor currently reveals the weight of notebook 7

Translation

Please choose a Notebook!

• Display size

• CPU frequency

• Graphics

• Weight

• Connectors

• Harddisk Capacity

• Price

• Memory Capacity
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B.2 Part 2: Binary choice tasks

Figures 6 and 7 present screenshots of the second part of the experiment. Af-
ter displaying the instructions for part 2 participants had to make twenty-four
decisions in a binary choice task. Subsequently, participants engaged in an in-
centivized ambiguity aversion task and �nally were paid.

Figure 6: Screenshot of the instructions of the binary choice section in part two

Translation

Welcome!
Please read the following information carefully!
Shortly, you will be o�ered 2 notebooks which are described by 8 attributes
each. These attributes are:

• Price [Euro]

• CPU-frequency (CPU) [Count of processor cores x GHz]

• Graphics [Chipset and memory capacity]

• Screen size [Inches]
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• Weight [kg]

• Memory capacity (RAM) [GB]

• Harddisk capacity (HDD) [GB]

• and the available connectors such as USB, HDMI etc. (connectors)

Your task is to decide which of the two notebooks you prefer over the other.
Please deliberate carefully before choosing one of the two notebooks.
All relevant information about both notebooks are presented in tables on the
following pages where no attribute names but just the relevant attribute values
(including units) are displayed. For example a table entry of 2.5 GHz, although
it is not described explicitly, indicates that this notebook has a processor with a
CPU frequency of 2.5 GHz. The same principal applies to all other attributes.
In contrast to the �rst part of this experiment all information is visible from the
very start. Thus, all decision-relevant information can be used immediately.
Be aware that each product, i.e. each combination of attribute values, is only
displayed ONCE. Thus, all products that will be displayed soon are di�erent
with respect to at least one and at most with respect to all their characteristics.
Please do under no circumstances choose one of the two options arbitrarily !
As soon as you have identi�ed preferring one notebook over the other, please
click the radio button beneath the column your preferred product is described
in. Should you change your mind and wanted to choose the other product sim-
ply click the other radio button. Only the �nal selection counts. Subsequently,
please click Continue to continue with the next product comparison.
Please click Continue with pairwise comparisons to start with the experiment!

Figure 7: Screenshot of one of twenty binary choices that had to be made
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